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#### Abstract

Design of a high performance and high-density multiplier is presented. This multiplier is constructed by using the area, time and power efficient carry select adder. In previous we read about the designing of multipliers using the ripple carry adders. By using the ripple carry adders the propagation delay is high. To overcome this problem we are using the carry select adder in this paper. In the proposed scheme, the carry select (CS) operation is scheduled before the calculation of final-sum, which is different from the conventional approach. Bit patterns of two anticipating carry words (corresponding to $c_{i n}=0$ and 1 ) and fixed $c_{i n}$ bits are used for logic optimization of CS and generation units. An efficient CSLA design is obtained using optimized logic units. The proposed multiplier design involves significantly less area and delay than the recently proposed multipliers.
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## I. INTRODUCTION

Carry Select adder designing involves ripple carry adder pairs which will work for summation either for Cin $=0$ or and Cin $=1$. Ripple carry adder is one of the adders which added three digits and reflects carry bit into next process. In conventional design two RCA's are used for summation for $\mathrm{Cin}=0$ and $\mathrm{Cin}=1$ and final selection process will be carried out by multiplexer. Binary to Excess one converter is just the replacement of one RCA block for Cin $=1$ in regular design because it gives added sum by considering $\mathrm{Cin}=1$. This paper describes the designing methodology of various fundamentals logic design simulation which helps in making the process running as in digital adder speed of addition is limited by propagation of carry through adder[1] [2]. Adders are an almost obligatory component of every contemporary integrated circuit. The prerequisite of the adder is that it is primarily fast and secondarily efficient in terms of power consumption and chip area.

This paper presents the choice of selecting the adder topologies. The adder topology used in designing carry select adder work are ripple carry adder, binary to excess one converter and D-latch. Addition is an indispensable operation for any digital system, DSP or control system. Adders are also very significant component in digital systems because of their widespread use in other basic digital operations such as subtraction, multiplication and division. Hence, for improving the performance of the digital adder would extensively advance the execution of binary operations inside a circuit compromised of such blocks[1]. Ripple carry adder is the simplest but slowest adders with n operand size in bits.

The carry-ripple adder is composed of any cascaded single-bit full-adders. As in initial conventional case each part of adder is composed of two carry ripple adders with cin_0 and cin_1, respectively. Through the multiplexer, we can select the correct output result according to the logic state of carry-in signal. The carry-select adder can compute faster because the current adder stage does not need to wait the previous stage's carryout signal. Next we replace this ripple carry adder with BEC (Binary to Excess-1) converter in second terminology. The CLSA is used in many computational systems to alleviate the problem of carry propagation delay by independently generating multiple carries and then select a carry to generate the sum [1]. However, the CSLA is not area efficient because it uses multiple pairs of Ripple Carry Adders (RCA) to generate partial sum and carry by considering carry input and then the final sum and carry are selected by the multiplexers (mux).
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## 2. RELATED WORK

The "Urdhva Tiryagbhyam" Sutra [5-10] is a general multiplication formula applicable to all cases of multiplication. Urdhva" and "Tiryagbhyam" words are derived from Sanskrit literature. „Urdhva" means "Vertically" and " Tiryagbhyam" means "crosswise". The multiplication of two 2-digit decimal numbers 21 and 32 is shown in Figure 1. The least significant digit 1 of multiplicand is multiplied vertically by least significant digit 2 of the multiplier, get their

Product 2 and set it down as the least significant part of the answer. Then 2 and 2, 1 and 3 are multiplied crosswise, add the two, get 7 as the sum and set it down as the middle part of the answer. Then 2 and 3 is multiplied vertically, get 6 as $t$ heir product and put it down as the last the left hand most part of the answer.
So $21 \times 32=276$

fig:1 multiplication of $21 \times 32$
by urdhva tiryalgorithm suitra
The „Urdhva Tiryagbhyam" algorithm can be implemented for binary number system in the same way as decimal number system. Let us consider the multiplication of two 2-bit binary numbers ala0 and b1b0. Assuming that the result of this multiplication would be 4 bits, we express it as p2 p1 p0. The least significant bit a0 of multiplicand is multiplied vertically by least significant bit b0 of the multiplier, get their product p0 and set it down as the least significant part of the answer ( p 0 ). Then a 1 and b 0 , and a 0 and b 1 are multiplied crosswise, add the two, get sum1 and carry1, the sum bit is the middle part of the answer ( p 1 ). Then a 1 and b 1 is multiplied vertically, and add with the previous carry (carry1) and get p2 (2 bit) as their product and put it downs as the left hand most part of the answer (p2). So a1a0 X b1b0 $=\mathrm{p} 2 \mathrm{p} 1$ p0.Similarly The $2 \times 2$ Vedic multiplier module is then used to implement higher level multipliers ( $4 \times 4$ multiplier, $8 \times 8$ multiplier, $16 \times 16$ multiplier)

## $2.116 \times 16$ Vedic Multiplier Modules:

The architecture of $16 x 16$ Vedic multiplier using „Urdhva Tiryagbhyam" Sutra is shown in Fig.2.The 16x16 Vedic multiplier architecture is implemented using four $8 \times 8$ Vedic multiplier modules, one 16 bit carry save adder, and two 17 bit binary adder stages


Fig 2: Architecture of 16x16 Vedic Multiplier Module Urdhva Tiryagbhyam
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Multiplication Result $=(\mathrm{p} 31-\mathrm{p} 16) \&(\mathrm{p} 15-\mathrm{p} 8) \&(\mathrm{p} 7-\mathrm{p} 0)$. Where $\&=$ concatenate operation. The proposed architecture uses 16 -bit carry save adder and 17 -bits adder modules to generate the final 32 -bits product (p31-p16) \& (p15-p8) \& (p7p 0 ).The $\mathrm{p} 7-\mathrm{p} 0$ ( 8 -bits) of the product represents least significant 8 -bits of the 16 -bit output of the right hand most 8 x 8 multiplier module. The 16 -bit carry save adder adds three input 16 -bit operands
i.e. concatenated 16 -bit (" 00000000 " \& most significant eight bits output of right hand most $8 \times 8$ multiplier module), each 16-bit output of second and third $8 \times 8$ multiplier modules. The 16 -bit carry save adder produces two 16 -bit outputs
Operands, sum vector and carry vector. The outputs of the carry save adder are fed into first 17-bit adder to generate 17bit sum. The middle part ( $\mathrm{p} 15-\mathrm{p} 8$ ) represents the least significant eight bits of 17 -bit sum. The 16 -bit output of the left most $8 \times 8$ multiplier module and concatenated 16 -bits (" 0000000 " \& the most significant nine bits of 17 -bits sum) are fed into second 17 -bit adder. The p31-p16 represents sixteen bit sum. The 33 rd carry bit is omitted while taking the final product.

## 3. IMPLEMENTATION

The proposed CSLA is based on the logic formulation given in (4a)-(4g), and its structure is shown in Fig. 3(a). It consists of one HSG unit, one FSG unit, one CG unit, and one CS unit. The CG unit is composed of two CGs (CG0 and CG1) corresponding to input-carry ' 0 ' and ' 1 '. The HSG receives two $n$-bit operands (A and B) and generate half-sum word s 0 and half-carry word c 0 of width n bits each. Both CG0 and CG1

Receive s 0 and c 0 from the HSG unit and generate two n -bit full-carry words c 01 and c 11 corresponding to input-carry ' 0 ' and ' 1 ', respectively. The logic diagram of the HSG unit is shown in Fig. 3(b). The logic circuits of CG0 and CG1 are optimized to take advantage of the fixed input-carry bits[5]. The optimized designs of CG0 and CG1 are shown in Fig. 3(c) and (d), respectively. The CS unit selects one final carry word from the two carry words available at its input line using the control signal cin. It selects c 01 when $\mathrm{cin}=0$; otherwise, it selects c 11 . The CS unit can be implemented using an n-bit 2-to-1 MUX.

However, we find from the truth table of the CS unit that carry words c 01 and c 11 follow a specific bit pattern. If $\mathrm{c} 01(\mathrm{i})=$ ' 1 ', then c 11 (i) $=1$, irrespective of $\mathrm{s} 0(\mathrm{i})$ and $\mathrm{c} 0(\mathrm{i})$, for $0 \leq \mathrm{i} \leq \mathrm{n}-1$. This feature is used for logic optimization of the CS unit. The optimized design of the CS unit is shown in Fig. 3(e), which is composed of $n$ AND-OR gates. The final carry word c is obtained from the CS unit. The MSB of c is sent to output as count, and ( $\mathrm{n}-1$ ) LSBs are XORed with ( $\mathrm{n}-1$ ) MSBs of half-sum (s0) in the FSG [shown in Fig. 3(f)] to obtain ( $n-1$ ) MSBs of final-sum (s). The LSB of s0 is XORed with cin to obtain the LSB of $s$.

## 4. PROPOSED CS ADDER DESIGN



Fig 3 CSLA design
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(b)

Gate level design of HSG


Gate level design of (CG0) input carry=0


Gate level design of (CG0) input carry=1



Gate level design of FSG unit
In the proposed scheme, the CS operation is scheduled before the calculation of final-sum, which is different from the conventional approach. Carry words corresponding to input-carry ' 0 ' and ' 1 'generated by the CSLA based on the proposed scheme follow a specific bit pattern, which is used for logic optimization of the CS unit. Fixed input bits of the CG unit are also used for logic optimization. Based on this, an optimized design for CS and CG units are obtained. Using these optimized logic units, an efficient design is obtained for the CSLA[6].

The proposed CSLA design involves significantly less area and delay than the recently proposed BEC-based CSLA. Due to the small carry output delay, the proposed CSLA design is a good candidate for the SQRT adder. The ASIC synthesis result shows that the existing BEC-based SQRT-CSLA design involves $48 \%$ more ADP and consumes $50 \%$ more energy than the proposed SQRTCSLA, on average, for different bit-widths[6].

## Vedic multiplier:

A binary multiplier is an electronic circuit used in digital electronics, such as a computer, to multiply two binary numbers. It is built using binary adders. A variety of computer arithmetic techniques can be used to implement a digital multiplier. Most techniques involve computing a set of partial products, and then summing the partial products together. This process is similar to the method taught to primary schoolchildren for conducting long multiplication on base-10 integers, but has been modified here for application to a base-2 (binary) numeral system.

Until the late 1970s, most minicomputers did not have a multiply instruction, and so programmers used a "multiply routine"[1][2] which repeatedly shifts and accumulates partial results, often written using loop unwinding. Mainframe computers had multiply instructions, but they did the same sorts of shifts and adds as a "multiply routine". Early microprocessors also had no multiply instruction. Though the multiply instruction is usually associated with the 16-bit microprocessor generation,[3] at least two "enhanced" 8-bit micro have a multiply instruction: the Motorola 6809, introduced in 1978,[4][5] and the modern Atmel AVR 8bit microprocessors present in the AT Mega, ATTiny and ATX Mega microcontrollers. As more transistors per chip became available due to larger-scale integration, it became possible to put enough adders on a single chip to sum all the partial products at once, rather than reuse a single adder to handle each partial product one at a time. Because some common digital signal processing algorithms spend most of their time multiplying, digital signal processor designers sacrifice a lot of chip area in order to make the multiply as fast as possible; a single-cycle multiply accumulate unit often used up most of the chip area of early DSPs.

## Multiplication basics:

The method taught in school for multiplying decimal numbers is based on calculating partial products, shifting them to the left and then adding them together. The most difficult part is to obtain the partial products, as that involves multiplying a long number by one digit (from 0 to 9 ):

```
        123
X456
    738 (this is 123\times6)
    6 1 5 \text { (this is 123 x 5, shifted one position}
        to the left)
+492 (this is 123 x 4, shifted two
```
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Positions to the left)

## $====$

56088
A binary computer does exactly the same, but with binary numbers. In binary encoding each long number is multiplied by one digit (either 0 or 1 ), and that is much easier than in decimal, as the product by 0 or 1 is just 0 or the same number. Therefore, the multiplication of two binary numbers comes down to calculating partial products (which are 0 or the first number), shifting them left, and then adding them together (a binary addition, of course):

```
1011 (this is 11 in decimal)
    0000 (this is \(1011 \times 0\) )
    1011 (this is \(1011 \times 1\), shifted one
        position to the left)
    1011 (this is \(1011 \times 1\), shifted two
            positions to the left)
    +1011 (this is \(1011 \times 1\), shifted three
            positions to the left)
```

10011010 (this is 154 in decimal)

This is much simpler than in the decimal system, as there is no table of multiplication to remember: just shifts and adds. This method is mathematically correct and has the advantage that a small CPU may perform the multiplication by using the shift and add features of its arithmetic logic unit rather than a specialized circuit. The method is slow, however, as it involves many intermediate additions. These additions take a lot of time. Faster multipliers may be engineered in order to do fewer additions[8]; a modern processor can multiply two 64-bit numbers with 6 additions (rather than 64), and can do several steps in parallel. The second problem is that the basic school method handles the sign with a separate rule (" + with + yields +", "+ with - the sign of the number in the number itself, usually in the two's complement representation. That forces the multiplication process to be adapted to handle two's complement numbers, and that complicates the process a bit more. Similarly, processors that use ones' complement, sign-and-magnitude, IEEE-754 or other binary representations require specific adjustments to the multiplication process.

## $2 \times 2$ Multiplier



Fig: 4

## 4 X4 Multiplier

A binary $4 \times 4$ multiplier is a device that performs the 4 -bit by 4 -bit binary multiply algorithm. The following is an example of such algorithm:

Multiplicand 1011
Multiplier X 0110

| 0000 |
| ---: |
| 10110 |
| 101100 |
| 0000000 |
| 1000010 |

Note that in binary multiplication, the process involves shifting the multiplicand, and adding the shifted multiplicand or zero. Each bit of the multiplier determines whether a 0 is added or a shifter version of the multiplicand ( 0 implies zero added, 1 implies shifted multiplicand added). Thus, we can infer a basic shift-and-add algorithm to implement unsigned binary multiplication. In general, the logic is described as:


The $4 \times 4$ binary multiplier circuit has 8 inputs and 8 outputs.

## 8X8 Multiplier

The 8 -bit multiplier is designed using four $4 \times 4$ multiplier. The output of these multipliers is added by modifying the logic levels of carry select adders. The 8-bit input sequence is divided into two 4-bit numbers and given as inputs to the 4-bit multiplier blocks ( $\mathrm{a}[7: 4] \& \mathrm{~b}[7: 4], \mathrm{a}[3: 0] \& \mathrm{~b}[7: 4], \mathrm{a}[7: 4] \& \mathrm{~b}[3: 0], \mathrm{a}[3: 0] \& \mathrm{~b}[3: 0]$ ). The four multipliers used are similar and give 8 -bit intermediate products which are added using overlapping logic with the help of three modified parallel adders (ADDER-1, ADDER-2 and ADDER- 3). The four LSB product bits P[3:0] are directly obtained from one of the multipliers. The output of the second and third multiplier block is added directly using ADDER-1 as the second and third region is overlapping. Then the higher order bit of first multiplier block is added to the overlapping sum using ADDER-2 which

Gives the product $\mathrm{P}[7: 4][10]$. Finally, MSB bits $\mathrm{P}[15: 8]$ are obtained by adding the fourth multiplier output.


## 16*16 multiplier

The 16 -bit multiplier is designed using four $8 x 8$ multiplier. The output of these multipliers is added by modifying the logic levels of carry select adders. The 16 -bit input sequence is divided into two 8 -bit numbers and given as inputs to the 8 -bit multiplier blocks ( $\mathrm{a}[15: 8] \& \mathrm{~b}[15: 8]$, $\mathrm{a}[7: 0] \& \mathrm{~b}[15: 8]$, $\mathrm{a}[15: 8] \& \mathrm{~b}[7: 0], \mathrm{a}[7: 0] \& \mathrm{~b}[7: 0]$ ). The four multipliers used are similar and give 16-bit intermediate products which are added using overlapping logic with the help of three modified parallel adders (ADDER-1, ADDER-2 and ADDER-3)[11]. The four LSB product bits P[7:0] are directly obtained from
one of the multipliers. The output of the second and third multiplier block is added directly using ADDER-1 as the second and third region is overlapping. Then the higher order bit of first multiplier block is added to the overlapping sum using ADDER-2 which gives the product $\mathrm{P}[15: 8]$. Finally, MSB bits $\mathrm{P}[31: 16]$ are obtained by adding the fourth multiplier output.


## 8bit 16 bit carry select adder



## 16 Bit SQRT CSLA

16-bit SQRT-CSLA design using the proposed CSLA is shown in Fig. 4, where the 2-bit RCA, 2-bit CSLA, 3-bit CSLA, 4-bit CSLA, and 5-bit CSLA are used. We have considered the cascaded configuration of (2-bit RCA and 2-, 3-, 4-, 6-, 7-, and 8-bit CSLAs) and (2-bit RCA and 2-, 3-, 4-, 6-, 7-, 8-, 9-, 11-, and 12-bit CSLAs), respectively, for the 32-bit SQRTCSLA and the 64-bit SQRT-CSLA to optimize adder delay.
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## 5. EXPERIMENTAL RESULTS

RTL Schematic Digram
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## 6. CONCLUSION

This paper presents a novel way of realizing a high speed multiplier using carry select adders instead of using ripple carry adders. The 4 -bit and 8 -bit modified multipliers are designed. The 16 -bit multiplier is realized using four 8 -bit multipliers and modified carry select adders. Though the number of gates used is fairly high, the increase in speed compensates for the increase in area. The proposed 16-bit multiplier gives a total delay of 39.362 ns which is less when compared to the total delay of any other renowned multiplier architecture. Results also indicate a $13.65 \%$ increase in the speed when compared to normal multiplier with ripple carry adder. Our design outshines all other designs.
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